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How Far Can We Predict Reliably?

How well conclusions generalise to different populations than that used in a statistical anal-
ysis is a key question in any genome-wide association study (GWAS) or genomic selection
(GS) study. In addition to the influence of exogenous factors, an important consideration
is how far a target population is from the training population the genome-wide model is
estimated from. Furthermore, the former may not be available along with the latter, ei-
ther because the data have yet to be collected (e.g. multi-stage studies) or because the
individuals do not exist yet (e.g. future generations in a breeding program).
Naturally, we expect the predictive ability of the model to decay as the two populations
are increasingly unrelated — that is, when their genetic distance increases. An interesting
question then is, how far a target population can we reliably predict for a certain phenotype
given a training population and an associated genome-wide model?

Clustering, Genetic Distance and Relatedness

The genetic distance between the two populations is known as kinship or relatedness, and
can be estimated from marker profiles in several ways including allele sharing [4] and allelic
correlation [1]. Allelic correlation in particular is interesting because it measures relatedness
as a linear relationship, which can be easily handled by classic statistical procedures.
For example, if the target population is unknown we can:

• compute the kinship matrix of all samples from their marker profiles using allelic
correlation;

• use the kinship matrix as a distance matrix and split the population in two subsets
using nearest neighbour (k-nn) with k = 2;

• take the largest subset as the new training population to estimate the genome-wide
model and the smallest as the new target population to estimate predictive power
reliably [5].

The two subsamples are guaranteed to minimise the average kinship coefficient between
their elements, because k-nn maximises the average Euclidean distance and thus minimises
the average allelic correlation. This is in contrast with cross-validation, which produces
pairs of homogeneous training and test sets.

Spring Barley Data from Limagrain

The genotypic data for the MIDRIB (Molecular Improvement of Disease Resistance in
Barley”) project comprise 2767 genotyped varieties with 6138 markers each, spread across
7 chromosomes. Phenotypic data on yield have been collected from 2006 to 2013 in France,
Germany and the UK. We prototyped the proposed predictive accuracy estimation using
UK varieties, and later validated it on the French and German varieties.

Which Measures of Relatedness When Clustering?

Can we use measures other than the average allelic correlation to estimate relatedness in
the context of k-nn clustering? From simulation studies we can see that both the mean
and some high quantiles of kinship are almost perfectly linearly related to FST [2, 3], so
we can use any of them with comparable results and with the same interpretation.

Fst

m
ea

n 
co

rr
el

at
io

n 
ki

ns
hi

p

0.44

0.46

0.48

0.50

0.52

0.00 0.02 0.04 0.06 0.08

●
●●

●
●

●

●
●

●

●●●

●
●

●
●●

●

●●

●
●

●
●

●●
●

●●

●
●

●●

●●
●●

●●
●

●
●

●

●
●

●
●

●
●●

●
●●

●
●

●
●●

●
●

●
●

●
●

●●
●

●
●

●●

●
●●

●

●

●●

●●

●
●

●
●

●
●●

●
●

●

●

●
●

●
●●

●
●●

●

●
●

●

●
●

●

●
●

●●

●●●

●●
●●

●
●
●

●
●

●●

●
●
●

●
●

●
●●

●

●
●●

●
●

●

●

●
●

●
●●●

●●

●●
●

●
●

●
●

●●
●

●●

●
●

●
●

●
●

●●

●
●

●
●

●
●●

●
●

●●●

●
●

●

●●
●

●
●●

●●

●
●●

●●
●

●●
●

●
●

●
●

●●

●
●●

●
●●

●
●

●●

●
●●●

●●

●●

●●
●

●●

●
●

●●●
●

●
●●●●

●

●
●●

●

●

●●
●●

●

●●
●●

●
●●

●
●

●
●

●

●
●

●
●

●●

●●●

●
●

●
●

●●
●

●

●●
●

●
●

●
●

●
●

●
●●

●
●

●●

●
●●

●

●
●

●

●●
●

●

●
●

●
●

●●●

●●●

●
●●

●

●
●

●
●

●●

●

●
●

●
●●

●●

●●
●●

●

●
●

●
●

●
●
●

●
●

●
●●

●●
●●

●●
●

●

●
●

●
●

●

●●

●

●●

●
●

●

●●
●●

●

●●

●
●

●●
●

●
●●

●
●●

●
●

●●●

●
●

●●

●
●

●
●

●●
●

●

●●

●
●●●

●●
●

●
●
●

●

●●
●

●
●●

●

●●
●

●

●●●

●●
●●

●

●
●

●●
●

●
●

●

●
●●

●

●●
●

●●●
●

●

●
●

●
●

●
●

●●●

●

●
●●

●
●
●

●●
●●

●

●

●
●

●

●●
●

●

●●
●●

●●●
●●

●
●

●
●

●

●●
●●

●●

●

●
●●

●

●●
●

●
●

●

●

●
●

●●

●
●

●
●

●

●
●●

●
●

●
●

●●
●

●

●
●

●
●

●
●

●
●●

●
●

●●

●●
●

●●

●

●

●
●

●
●

●

●
●

●
●

●
●

●
●

●
●●

●
●●

●
●

●

●
●

●
●

●

●●

●
●

●●
●●

●
●●

●

●
●

●
●

●
●

●●

●●
●

●

●●

●
●

●●
●

●

●
●

●

●
●

●
●

●●
●

●
●●

●●

●
●●

●
●

●
●

●

●
●

●
●●

●
●

●
●

●●
●●

●
●
●

●

●

●
●

●

●●

●
●

●●
●●

●
●

●●

●●●

●

●

●
●

●
●

●●
●

●

●●
●

●

●●●
●●

●
●

●

●
●●

●●

●●

●●●

●
●

●
●

●●
●
●

●

●
●

●
●

●●

●●
●●

●●

●●●

●●
●●

●

●

●●

●
●●

●

●
●●

●
●

●
●●

●
●

●●●

●

●

●
●

●
●

●●

●
●

●●

●●
●●

●
●●

●

●
●

●

●
●

●

●●
●

●
●

●●●
●

●●
●

●●

●
●

●
●

●
●●

●
●●

●●
●●

●●

●●
●

●

●

●
●

●

●
●●

●
●

●
●
●

●●
●●

●
●

●●

●

●
●

●

●
●●

●

●

●
●●

●
●

●●
●●

●
●

●●
●

●

●●

●●●

●
●

●
●

●●

●
●

●●
●

●
●

●
●

●
●

●
●
●

●

●●●

●
●

●
●●

●
●

●
●

●●

●
●●

●
●

●

●●●

●
●

●
●●

●●

●

●
●

●

●
●●

●
●

●
●

●
●

●●
●

●
●

●●

●

●
●

●
●

●

●
●●

●
●

●●

●●
●●

●●
●

●
●

●
●●

●
●

●
●●

●●
●

●●●

●
●
●●

●
●

●
●

●
●

●
●●●

●●
●

●●

●
●

●●
●

●

Fst

m
ed

ia
n 

co
rr

el
at

io
n 

ki
ns

hi
p

0.44

0.46

0.48

0.50

0.52

0.00 0.02 0.04 0.06 0.08

●
●●

●
●●

●
●

●

●●●

●
●

●
●

●
●

●●

●
●

●
●

●●
●

●●

●
●●

●

●●

●
●●

●
●

●
●

●
●

●●●

●
●●

●●
●

●
●

●

●●
●

●

●
●

●
●

●●●

●
●

●●

●●●
●

●

●●

●●

●●
●

●

●
●●

●
●

●

●

●●
●

●●

●
●●

●

●
●●

●●●
●

●

●●

●●
●

●●
●●

●
●
●

●
●

●●

●●
●●

●

●●●
●

●
●
●

●
●

●

●

●
●

●
●

●●

●
●

●●
●

●
●

●●
●

●
●

●●

●
●

●
●

●●

●●

●
●

●
●

●

●●

●●

●
●●

●
●

●

●●
●

●
●●

●●

●
●●

●
●●

●
●

●

●
●

●●

●●

●
●●

●
●●

●

●
●
●

●
●

●
●

●●
●●

●●
●

●
●

●

●
●●

●
●

●

●
●●●

●
●

●●
●

●

●●
●

●●

●
●●●

●
●

●
●

●

●
●

●
●

●

●●

●●

●
●

●

●●

●
●

●
●●

●

●●
●

●●
●

●

●●

●
●●

●
●

●●

●
●●

●

●
●

●
●●

●

●
●●

●
●

●
●●

●●
●

●
●●

●
●●

●
●

●
●

●
●

●●

●●
●

●
●●

●●

●

●
●

●
●

●●
●

●
●

●●●

●
●

●●

●●

●●

●
●

●
●

●
●●

●
●

●

●
●

●

●●

●
●

●

●●

●●

●
●

●
●

●●
●

●●

●
●

●
●
●

●●

●
●

●●
●

●
●

●

●
●

●●

●

●
●

●

●
●●

●
●●

●

●●●
●

●●
●

●
●

●
●

●
●●

●
●

●
●

●

●
●

●●
●

●
●

●

●●●

●
●

●
●

●●
●

●
●

●●
●

●
●●

●●●

●

●
●●

●
●
●

●
●
●

●

●
●

●
●

●

●
●

●
●

●
●

●●

●
●

●
●●

●●

●
●●

●
●●

●

●●

●

●
●●

●

●
●

●

●●●

●
●

●
●●

●
●●

●
●

●

●●

●
●●●

●●

●

●●
●

●
●

●
●

●●
●

●
●

●●

●●
●

●●

●

●
●

●●●
●

●
●

●●

●
●●

●
●

●●

●
●

●

●●
●

●
●

●
●●

●●

●
●

●●
●

●
●

●●

●

●●

●
●●

●
●

●

●●●
●

●●

●

●
●●

●
●

●●
●

●●

●●

●●

●
●

●●

●●

●●●

●
●

●●●

●
●

●
●

●
●●

●
●●

●
●

●●

●
●

●

●
●●

●

●●
●

●

●●

●●

●
●

●●

●●●

●

●
●

●●
●

●●
●

●

●●

●
●

●●
●

●
●

●

●

●
●

●●

●●
●●

●
●

●

●
●

●

●
●●

●●

●

●
●●

●

●●

●
●

●●

●●

●●●

●●

●
●

●

●
●●

●
●●●

●

●●

●
●

●

●
●

●
●

●

●●

●
●

●
●

●
●

●●

●●

●●

●●

●
●

●

●●

●

●
●●

●
●

●
●●

●
●

●

●●●

●
●●
●

●●

●
●●●

●
●●

●
●

●

●
●●

●
●●

●
●

●
●

●
●●

●
●

●●

●

●

●
●●

●●

●●
●

●
●●

●
●

●
●

●
●●

●

●
●

●●
●

●
●●

●
●

●
●

●●
●●

●●

●
●

●

●

●●●

●●

●
●

●
●
●

●●
●

●
●

●
●●

●
●

●
●●

●

●
●

●●

●
●

●●

●●

●
●●

●
●

●

●●
●

●
●

●
●

●
●●

●
●

●●
●

●●

●●

●●
●

●

●●

●
●

●

●
●

●●
●

●●

●●

●●

●
●

●●

●●
●●

●●
●

●
●

●
●●

●

●
●

●
●

●●
●

●
●●

●

●
●●

●
●

●
●

●
●

●
●●●

●
●
●

●●

●
●

●●
●

●

Fst

co
rr

el
at

io
n 

ki
ns

hi
p,

 7
5%

0.50

0.52

0.54

0.56

0.58

0.60

0.00 0.02 0.04 0.06 0.08

●
●

●

●
●

●

●
●

●

●
●●

●●
●

●●
●

●●

●
●

●
●

●
●

●

●●
●

●
●●

●●
●●●●

●

●
●

●

●
●

●
●

●

●
●

●●●
●

●
●●

●
●●

●
●

●
●

●●
●

●
●

●●
●

●●●
●

●●
●●

●
●

●

●
●

●●

●

●
●

●
●●

●
●●

●
●

●
●

●
●

●

●●
●

●
●

●
●

●
●●

●●
●●

●●
●

●
●

●
●

●

●●
●

●

●
●

●
●

●
●●

●●
●

●

●
●

●
●

●
●

●
●

●
●

●
●

●●
●

●
●

●
●●

●
●

●

●
●

●

●●

●
●

●●

●
●●

●
●

●
●●

●
●

●

●
●

●

●●
●

●
●

●
●●

●
●●●●

●

●
●

●
●

●●

●

●
●

●

●
●●

●●●

●
●

●●

●●

●
●

●
●

●

●
●

●
●

●●
●

●●

●
●
●●

●

●
●●

●

●

●●

●●

●

●
●
●●

●
●

●●●

●
●

●

●

●
●

●

●●

●
●

●

●
●

●
●

●●
●●

●
●

●

●
●

●
●

●
●

●
●
●

●●
●●

●
●

●
●

●
●

●

●
●

●

●

●●

●
●

●
●●

●
●

●

●
●●

●

●
●

●

●
●

●

●

●
●

●●●

●●

●
●

●●
●

●
●

●
●

●
●

●
●

●●

●
●

●●●●

●●
●●

●
●

●
●

●

●
●

●

●●

●●
●

●●
●

●●

●●

●
●

●
●

●

●
●

●
●

●
●

●
●

●●●

●●
●●

●
●

●
●

●
●

●
●

●
●

●

●●●

●
●●

●●●

●
●

●
●

●
●

●
●

●
●

●
●

●●
●●

●
●●

●

●
●

●
●

●
●

●

●

●
●●

●

●●

●
●●

●
●

●

●
●

●

●
●

●

●●●

●

●
●●

●
●
●●●

●●

●

●
●

●

●

●●

●
●

●●

●●
●

●●
●●

●●

●
●

●

●
●

●●

●
●

●
●

●●
●

●
●●

●●●

●
●

●

●●

●
●

●
●

●

●
●●

●
●●

●

●●

●

●

●
●

●
●

●

●
●

●
●

●
●

●
●

●
●

●
●●

●

●
●

●●
●

●

●
●

●
●

●

●
●●

●●
●

●
●●

●
●

●

●
●

●

●
●

●
●

●●
●●

●●
●

●●
●

●●

●
●

●

●
●●

●
●

●
●

●●

●●●●●

●

●
●

●

●●

●
●

●●

●●
●●

●●
●●●

●●

●
●

●

●

●
●

●●

●

●
●●

●
●

●●
●●

●
●

●

●
●

●

●●

●●

●●

●
●

●●

●●

●
●●

●

●

●
●

●
●

●●
●

●
●

●

●
●

●●
●

●
●●

●

●

●
●●

●
●

●
●

●●

●

●
●

●

●●●
●
●

●

●
●

●
●

●
●

●●
●

●

●
●●

●●

●●●●

●

●

●
●

●
●

●
●

●
●●

●
●

●
●

●
●

●
●

●●

●

●

●
●

●

●
●

●

●
●

●
●●

●
●

●
●
●●

●

●
●

●

●
●

●

●
●

●
●

●

●●
●

●●●
●

●●

●
●

●

●
●

●●

●

●
●

●●
●

●
●●

●●

●●

●
●

●

●

●
●

●

●●

●●
●

●●
●●

●
●

●●

●

●
●

●

●
●

●

●

●
●●●

●
●

●●●●
●●

●
●

●
●

●
●

●●●

●●
●●

●●
● ●

●●●

●
●

●
●

●
●

●
●
●

●

●
●
●

●

●●
●●

●
●

●
●

●●

●
●

●
●

●
●

●●
●

●

●●
●●

●●

●
●

●
●

●

●●

●
●

●
●

●
●

●
●

●

●
●●●

●

●●
●

●

●

●
●

●

●
●●

●
●●

●●

●●●

●
●

●

●●
●

●

●
●

●

●●

●
●●

●
●●

●●

●

●
●

●

●
●

●

●

●●

●
●●

●●

●
●

●
●●

●

Fst

co
rr

el
at

io
n 

ki
ns

hi
p,

 9
0%

0.56

0.58

0.60

0.62

0.64

0.66

0.68

0.00 0.02 0.04 0.06 0.08

●

●
●

●●

●

●
●

●
●

●●
●●

●
●●

●
●●

●

●

●●
●

●
●

●
●●

●
●●

●●
●●●●

●

●

●

●

●

●

●
●●

●

●●●●
●●

●●
●●

●

●

●

●

●

●
●

●

●
●

●●●
●●●

●
●●

●●

●

●
●

●

●
●●

●

●●
●

●●
●●●●

●●●

●

●

●

●●

●

●●●
●

●
●●

●●●●
●●●

●

●

●

●
●

●
●

●

●
●

●
●

●
●

●
●

●●
●

●

●
●

●

●●
●

●
●

●
●●

●●●
●

●
●●●●

●
●

●

●●
●

●
●

●●

●●
●●●

●●
●●●

●

●
●

●●

●

●
●

●

●●
●

●●

●
●
●●●

●

●
●

●

●

●●
●

●
●

●
●●●

●●●

●
●●●

●
●

●
●

●
●

●
●

●

●●●●●

●●
●

●
●●

●

●

●●

●
●

●
●

●

●

●

●●
●●●

●●●●

●

●

●

●

●●

●
●●

●●
●

●
●

●●
●

●
●●

●
●

●

●

●
●

●
●

●
●●

●●●
●●

●
●

●
●

●

●
●

●
●

●

●
●●

●
●

●●●

●
●●

●●●

●

●

●●

●
●

●
●

●●

●
●

●

●●

●
●●●

●

●
●

●

●●

●

●
●

●
●

●
●●●●●

●●
●●

●

●

●
●

●

●
●●

●●

●●●

●●●●●
●●

●

●

●
●

●

●
●

●
●

●●
●

●●●
●●●

●●

●

●

●
●

●
●

●
●

●●
●

●
●

●

●
●●

●●●

●

●

●

●

●
●

●
●

●●
●

●●●
●●

●●●
●

●

●
●

●

●
●●

●
●

●●
●

●
●

●
●

●●
●

●

●

●

●

●
●

●

●●
●

●
●

●
●

●
●●

●●●
●

●

●

●
●

●
●●

●
●

●●

●●
●●

●●●
●●

●

●

●

●●

●●

●
●

●●
●●●

●●●

●●●

●

●●

●
●●

●

●
●

●

●
●●●

●
●

●
●●

●

●

●
●

●

●

●

●●

●●●●
●
●

●●
●

●●
●

●

●
●●

●
●

●●
●

●●
●

●
●

●●
●

●
●●

●

●
●

●

●
●

●

●
●●

●●
●●

●●●
●●●

●

●

●
●

●

●
●●

●●

●●
●●

●●
●●●

●

●

●
●

●
●

●
●

●●

●●
●●

●●
●●●

●●

●
●

●

●

●
●

●●

●

●●
●

●
●

●●
●●

●●

●

●
●

●

●
●

●●

●
●●

●
●●

●●
●

●●

●

●

●
●

●
●

●
●

●
●

●

●●
●

●●●
●●●

●

●

●
●
●

●●

●

●

●
●

●

●
●

●
●●●●

●●

●
●

●
●

●
●

●●
●

●
●

●●
●●

●●●●

●

●

●
●

●
●●

●

●
●●●

●
●

●
●

●●
●●●

●

●

●
●

●
●

●
●●

●
●

●●●
●●

●●●
●

●

●

●

●●
●

●
●●

●

●
●●●

●●●●
●●

●

●
●

●
●

●●

●

●
●

●
●

●●
●

●
●●

●●

●

●

●

●

●
●

●

●
●

●●
●

●●
●●

●●
●●

●

●

●●

●

●
●

●

●
●●●

●●

●
●●

●
●●

●
●

●

●

●
●

●●
●

●●
●●

●●
●

●

●●●

●

●

●●

●
●

●
●●

●

●
●
●●

●●●●●●

●

●

●
●

●●

●●
●●

●●
●●

●●
●●

●
●

●

●
●

●

●
●

●●

●
●●

●
●

●
●

●
●

●●●

●

●●
●

●

●

●
●

●
●

●●
●

●●
●

●
●●●

●

●

●
●

●
●

●

●

●
●

●●
●●●

●
●●

●●

●

●
●

●

●
●●

●

●●

●●●
●
●

●
●●

●●

●

Fst

co
rr

el
at

io
n 

ki
ns

hi
p,

 9
5%

0.60

0.65

0.70

0.00 0.02 0.04 0.06 0.08

●

●
●

●●

●
●

●
●

●
●●

●●
●●●

●●
●

●

●

●●●

●
●

●
●●●

●●

●●
●●●●

●

●

●

●●

●
●

●●

●

●●●●
●●

●●
●●

●

●

●

●

●

●●

●
●

●
●●●

●●
●●

●●
●●

●

●
●

●

●●
●

●

●
●

●
●●

●●●●
●

●●

●

●

●

●●

●

●
●

●
●

●●●
●●●●

●●●

●

●

●

●
●

●
●

●
●

●
●

●
●

●
●
●

●●●●

●
●

●

●●

●

●
●

●●●
●●●

●
●

●●●●

●●

●

●●
●

●
●

●●

●
●●

●
●

●●
●●●

●

●

●

●●

●

●

●
●

●
●

●
●●

●●
●●●

●

●●

●

●

●●

●
●

●

●●●●●●●
●

●●●

●
●

●
●

●●

●●
●

●●
●●

●

●●
●

●
●●

●

●

●●

●●
●
●

●
●

●

●●
●●●

●●●●

●

●

●
●

●●

●
●●

●
●

●
●●

●
●●●

●●

●
●

●
●

●
●●

●
●

●●

●●●
●●

●
●

●
●

●

●●

●
●●

●
●●

●
●●

●●

●

●
●

●●●

●

●

●
●

●
●

●
●

●●

●
●●

●
●

●
●●●●

●
●

●

●
●

●

●
●

●
●

●●●●●●

●
●

●●

●

●

●●

●

●●
●

●
●

●●●

●●●●●

●●

●

●

●
●

●

●●
●

●
●●

●
●●●

●●●
●●

●

●

●●

●
●

●
●●●●

●
●

●

●
●●

●●●

●

●

●

●
●

●
●

●
●●

●
●●

●

●●
●●●

●

●

●
●

●

●
●●

●●
●●●

●
●

●
●

●●
●●

●

●

●

●
●

●

●●
●

●
●

●

●

●
●●

●●●
●

●

●

●
●

●
●●

●●
●●

●●●●
●●●

●●

●

●

●
●●

●●

●●

●●
●●●

●●●

●●●

●

●
●

●
●●

●
●●

●
●

●●●
●

●●
●●

●

●

●

●
●

●

●

●●

●●●●
●●

●●
●●●

●

●

●
●●

●●

●●

●
●

●●
●●

●
●

●
●

●●

●

●
●

●

●
●

●

●
●●

●●
●

●

●●●●●
●

●

●

●
●

●
●

●●

●●

●
●

●
●

●●
●●●

●

●

●●

●
●

●
●

●●
●●

●●
●●

●●●
●●

●
●

●

●

●
●

●●

●

●●
●

●
●

●●
●●

●●

●

●
●

●

●
●

●●

●
●●

●
●●

●●
●

●●

●

●

●●

●
●●

●

●●
●

●●
●

●●●
●●●●

●

●
●

●

●●

●

●

●
●●

●●
●

●●
●●

●●

●

●

●●

●
●

●
●

●●
●

●●

●●
●●●●

●

●

●
●

●
●

●

●
●

●●●

●
●●●

●●
●●●

●

●

●●

●
●

●
●●

●
●

●●●●●
●●●

●

●

●

●

●●
●

●
●●

●

●●●●
●●●●

●
●

●

●

●

●
●

●
●

●
●●

●
●

●
●●

●●●
●

●

●

●

●

●

●
●●

●
●

●●●
●●

●●
●●●

●

●

●

●●

●

●●
●

●
●●●

●●

●●●
●●●

●
●

●

●

●
●

●●
●

●●
●●

●●
●

●

●●●

●

●

●●

●●

●

●●
●

●●●●

●●●●●●

●

●

●

●

●●

●●
●●

●●

●●
●●●

●
●
●

●

●●
●

●
●

●
●

●●●
●

●●●●
●

●●●

●

●●

●

●
●

●
●

●●

●
●

●
●●●

●
●●●

●

●

●●

●
●

●
●

●
●●●

●
●●●

●
●
●●

●

●
●

●

●
●●

●

●●

●●●

●
●

●
●●

●●

●

Fst

co
rr

el
at

io
n 

ki
ns

hi
p,

 9
9%

0.70

0.75

0.80

0.00 0.02 0.04 0.06 0.08

●

●

●

●●

●

●●
●

●

●

●

●
●

●●●
●●

●

●

●

●●
●●

●

●
●

●●●
●

●
●

●●●●
●

●

●

●●

●●

●
●

●

●
●

●
●

●●●
●●

●
●

●

●
●

●●

●
●

●

●
●
●

●●●
●●

●●
●●

●

●

●
●

●●

●
●

●
●

●

●
●

●●
●

●●
●●

●
●

●

●
●

●

●

●

●●

●
●●●

●●
●

●●
●

●
●

●●

●

●
●

●●

●●

●
●

●
●●●●

●●

●●

●

●●

●

●●
●

●●
●●●●●

●●

●●

●
●

●

●

●●
●

●
●●

●
●●

●
●

●●

●●
●

●

●
●

●●
●●●●

●

●

●
●●

●●●●
●

●

●●

●

●

●●

●●●

●

●●●

●●●
●

●●●

●

●

●
●

●
●

●
●

●

●
●

●

●

●
●

●
●●●●

●

●

●
●

●●
●●

●
●

●

●
●●

●●
●

●
●

●

●

●

●●

●●

●
●

●

●
●

●
●●●●

●●
●●

●●

●
●

●
●

●
●

●
●

●
●

●●

●
●

●
●

●
●

●

●●

●

●●
●

●●

●
●●

●

●

●

●

●
●

●●

●

●

●
●

●
●

●

●

●
●

●●●

●

●

●
●

●
●

●

●●

●

●●
●●

●●●

●
●

●●●●

●
●

●
●

●

●

●

●

●●●

●●

●
●●

●

●
●

●●●
●●

●

●

●

●

●

●

●
●

●

●●
●

●●●

●
●

●
●●

●

●

●

●

●
●

●

●
●●●

●
●

●

●●●
●

●●

●

●

●

●●

●
●

●●
●

●
●●

●

●

●
●

●●
●

●

●
●●

●●●

●
●

●
●

●
●●●

●●
●●●

●

●

●
●

●

●

●●
●●

●●
●

●

●●
●

●●
●

●

●

●●

●
●

●●●

●●
●

●
●

●●●●
●●

●

●

●
●●

●
●

●
●●

●●●
●

●●
●●●●

●

●
●

●
●●

●
●●

●
●

●●●●●
●●

●●

●

●●

●●
●

●
●●

●
●

●
●
●●●●

●●●

●

●●

●

●●

●
●

●●
●

●

●
●

●●●
●

●●

●

●

●
●●

●
●

●

●
●

●●●
●

●●
●●●

●

●

●●

●

●●
●

●

●●
●

●
●●

●●
●

●●
●

●

●●

●●

●
●

●
●

●●
●●

●●

●●●

●●

●
●

●

●●●

●
●

●

●
●

●

●●

●●
●

●
●●

●

●
●

●

●●
●

●●●

●●
●●

●●
●

●●

●

●

●

●

●

●●●

●●●

●
●●

●
●●

●●●
●

●

●

●
●

●
●

●

●●
●

●

●
●●●●●●●

●

●

●

●
●

●●

●
●

●
●●

●●

●●
●

●
●●

●

●

●●

●●●

●
●●

●●
●

●●●
●●

●
●●

●

●

●
●

●●●
●

●
●

●●

●
●

●

●●●
●●

●

●

●

●
●

●

●
●

●●

●●●●
●●●●

●
●

●

●
●

●
●●

●

●
●●●

●

●

●●

●●
●

●
●

●

●

●

●●
●

●

●●

●
●●

●●

●●
●●●

●

●

●

●●
●

●
●

●
●●

●●●
●

●●
●●●●

●
●

●

●

●

●
●●●

●
●●

●
●

●●
●

●●●

●
●

●●

●●

●

●
●

●
●●

●●

●●
●●●●

●

●●

●

●●

●●
●●

●
●

●
●

●
●

●

●
●
●

●

●
●

●

●●

●●

●●●
●

●●●●●
●

●●

●

●
●

●
●

●

●
●

●●

●

●

●●●

●
●

●●●

●

●

●
●

●●

●●

●
●●●

●●●●
●●

●●

●

●

●

●

●

●

●
●

●●

●

●●

●

●

●
●

●●●

●

In particular mean allelic correlation and the 75% quantile are linearly related with FST .
The same is true for other kinship estimators such as allele sharing.

Swapping Observations between Populations

From a given pair of training and test populations, we can generate new pairs with varying
levels of relatedness by swapping samples between them. We can make them closely related
by swapping a large proportion of their samples; or we can use k-nn clustering to make
them as distantly related as possible. In practice iteratively increasing the proportion by a
small number of samples (m = 5 to 10 in the figure below) makes it possible to cover the
range of observable genetic distances (measured with FST below).
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(the red circle corresponds to no swapping)

Even if the target population is available we can merge it with the training population and
apply k-nn clustering to explore a wider range of genetic distances. If we measure the
predictive power of a genome-wide model for every pair of samples we can then draw a
curve describing the decay of predictive power as a function of relatedness.
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TRAINING POPULATION: UK, 2008−2009
TARGET POPULATION: UK, 2011
(the red square and circle correspond to no swapping)

●

ORIGINAL POPULATIONS
MERGED AND CLUSTERED

Planning a Breeding Program

From a initial training population collected in the UK during 2008-2009, and using 2010 as
an intial traget, we have used k-nn clustering to successfully estimate the predictive power
of the genomewide prediction model for subsequent rounds of selection in years 2011, 2012
and 2013.
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cross−validation

TRAINING POPULATION: UK, 2008−2009
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Given a lower threshold of predictive accuracy, this provides a measure of how many gener-
ations ahead we can predict yield reliably and can potentially reduce the number of varieties
to be planted in trial fields and phenotyped.
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