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Machine Learning: It Should be Causal!

Machine learning is changing science and the society we live in thanks to
our ability to learn models that can capture information effectively.

It creates black boxes that use probabilistic associations for prediction.

It is not equipped to understand the causality that drives reality.

Scientific questions are inherently causal. Causation is central to howwe
think as human beings and howwe understand the world.



Causality is a Network

Judea Pearl [3] has worked out a
rigorous theory of causality that uses
directed (acyclic) graphs to represent
causes and effects. With it, we can
reason about

• what we see,

• what happens if we affect change,

• what would have happened.

How can we learn them?



Causality and Statistical Learning

Research on causality is limited because

1. it concentrates on inference,

2. models are given or learned from toy data sets.

Wemust be able to learn causal networks to get to do inference!



Causal Networks Meet Data

Learning a causal network means

P(𝒢, Θ ∣ 𝒟)⏟⏟⏟⏟⏟
learning

= P(𝒢 ∣ 𝒟)⏟⏟⏟⏟⏟
structure learning

⋅ P(Θ ∣ 𝒢, 𝒟)⏟⏟⏟⏟⏟
parameter learning

,

with its structure 𝒢

P(𝒢 ∣ 𝒟) ∝ P(𝒢) P(𝒟 ∣ 𝒢) = P(𝒢) ∫ P(𝒟 ∣ 𝒢, Θ) P(Θ ∣ 𝒢) 𝑑Θ

and its parameters Θ

P(Θ ∣ 𝒢, 𝒟) = P(Θ ∣ 𝒢) P(𝒟 ∣ 𝒢, Θ).

We used to ask domain experts for information [2, 1]; now we rely
increasingly on the data 𝒟.



Causal Networks Meet Complex Data

What assumptions do wemake on the data?

• Observations are independent and there are nomissing values;

• We observe all variables, that is, no latent variables introducing
confounding into the model.

They are too restrictive!
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What we assume.

The actual data.



Distributions for Complex Data

Complete independence 𝒟 ∼ 𝑁(𝝁, 𝚺X ⊗ I)

Temporal dependence 𝒟 ∼ 𝑁(𝝁, 𝚺X ⊗ 𝚺𝑡)

Spatial dependence 𝒟 ∼ 𝑁(𝝁, 𝚺X ⊗ 𝚺𝑠)

Spatio-temporal dependence 𝒟 ∼ 𝑁(𝝁, 𝚺X ⊗ 𝚺𝑡 ⊗ 𝚺𝑠)

And we are not even considering interactions between space and time
parameters, much less missing values and latent confounders.

Q1 Can we afford it? (Hint: no.)

Q2 Do we need it? (Hint: not necessarily.)



Nuisance Parameters, Parameters of Interest

A causal network has two components: the graph 𝒢 and the parameters
Θ. Causal inference defines queries using 𝒢:

• Conditional independence, via d-separation.

• Intervention, via mutilation.

• Counterfactual, via the twin network.

Our ability to answer scientific questions using the causal network rests
on having the right nodes in the network. If we don’t, we cannot even
formulate our question.

• The dimensions we use in the queries (interest) should be
represented as nodes.

• The dimensions we do not (nuisance) should be represented as
parameters in the local distributions.



The Local Distributions in a Causal Networks

A causal network defines the local distributions

P(X) =
𝑝

∏
𝑖=1

P(𝑋𝑖 ∣ Π𝑋𝑖
; Θ𝑋𝑖

) where Π𝑋𝑖
= {parents of 𝑋𝑖} .

where ⋃X Θ𝑋𝑖
= Θ. If 𝑋𝑖 and Π𝑋𝑖

, we commonly assume

𝑋𝑖 = 𝜇𝑋𝑖
+ Π𝑋𝑖

𝜷𝑋𝑖
+ 𝜺𝑋𝑖

, 𝜺𝑋𝑖
∼ 𝑁(0, 𝜎2

𝑋𝑖
I).

It is quite all right to embed space, time or both in 𝜺𝑋𝑖
as

𝜺𝑋𝑖
∼ 𝑁(0, 𝜎2

𝑋𝑖
I ⊗ Σ𝑡 ⊗ Σ𝑠)

instead of keeping 𝑠 × 𝑡 location-time combinations as separate nodes.



Time and Space as Nodes, No Nuisance Parameters
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Time and Space as Nodes, No Nuisance Parameters

PROS:

• We can formulate queries across time points.

• We can formulate queries across locations.

• We can capture any state-space dependence structure across data.

• Local distributions are straightforward since 𝜺𝑋𝑖
∼ 𝑁(0, 𝜎2

𝑋𝑖
I).

CONS:

• Sample size requirements are impractical.

• Visual inspection is impossible.

• Causal inference has exponential computational complexity.

• Not all arcs have a causal interpretation?



Space as Nodes, Time as a Nuisance Parameter
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Space as Nodes, Time as a Nuisance Parameter

PROS:

• We can formulate queries across locations.

• We can capture any dependence structure across space.

• Local distributions are straightforward since 𝜺𝑋𝑖
∼ 𝑁(0, 𝜎2

𝑋𝑖
I ⊗ Σ𝑡)

where Σ𝑡 can be the AR(1) correlation matrix.

• We can use thinning!

CONS:

• We cannot formulate queries across time points.

• Sample size requirements are still difficult to meet.

• Visual inspection is next to impossible.

• Causal inference has exponential computational complexity.

• We can use Granger causality to allow for causal interpretation.



Space as Nodes: an Example

M. Scutari and C. E. Graafland and J. M. Gutiérrez (2019). [4]



Time as Nodes, Space as a Nuisance Parameter
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Time as Nodes, Space as a Nuisance Parameter

PROS:

• We can formulate queries across time points.

• We can capture any dependence structure across time:
autocorrelation, seasonality, drift, etc.

• Sample size requirements are easier to meet.

• Visual inspection and inference are straightforward.

CONS:

• We cannot formulate queries across locations.

• Local distributions are quite complicated: 𝜺𝑋𝑖
∼ 𝑁(0, 𝜎2

𝑋𝑖
I ⊗ Σ𝑠)

and it is muchmore difficult to parameterise Σ𝑡 than Σ𝑠.



Time as Nodes: an Example

M. Scutari and D. Kerob and S. Salah (2024). [5]



Both Time and Space as Nuisance Parameters

PROS:

• Sample size requirements are easy to meet since we aggregate data
across both time and space.

• Visual inspection and inference are straightforward.

CONS:

• We cannot formulate any query across time points or locations.

• We cannot model any kind of feedback loop.

• Local distributions are extremely complicated:
𝜺𝑋𝑖

∼ 𝑁(0, 𝜎2
𝑋𝑖

I ⊗ Σ𝑡 ⊗ Σ𝑠).



Time and Space as Nuisance Parameters: an Example
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C. Vitolo, M. Scutari, M. Ghalaieny, A. Tucker and A. Russell (2018). [6]



Few Conclusions, Many Open Questions

A1 Which approach we can afford to use depends on howmany variables,
locations and time points we have and on how regular their pattern is.

A2 Which approach we need depends entirely on which questions we
want to answer with causal inference.

Q3 Computational complexity trade-offs?

Q4 Software availability?

Q5 Prior distributions to keep statistical learning on the reasonable side?

Q6 Implications on causal inference?
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That's all!

Happy to discuss in more detail.
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